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Abstract The outbreak of COVID-19 in more than 150 
nations across the globe is severely impacting the health of people 
worldwide. A more reliable way to curb the spread of COVID-19 
is early detection of infected patients for temporary isolation and 
care. Image base detection of COVID-19 presents the quickest 
way to diagnose patients. Few literatures have shown that chest 
radiograms of infected COVID-19 patients contain irregular 
characteristics. From related studies, we investigated the 
application of wavelet transform multi resolution analysis to 
detect COVID-19 patients using chest radiography. In this study, 
we proposed a wavelet based convolutional neural network to 
handle data scarcity in this era of COVID-19 fast emergence.  We 
only considered four levels of wavelet transform decompositions. 
We utilized an open source dataset from National Institute 
Health containing several X-rays of pneumonia related diseases 
whereas the COVID-19 dataset is collected from Radiology 
Society North America. From the experimental results, our 
model achieved sensitivity greater than 90% while the specificity 
is above 90%. We also show the receiver operating characteristic 
and precision-recall curves of each decomposition level.  Our 
results show that the performance of our proposed model is 
encouraging and outperformed previous state-of-the-art models. 

Keywords COVID-19, wavelet network, pneumonia, multi 
resolution analysis, convolutional neural network 

I. INTRODUCTION  

Towards the end of the last quarter of 2019, a new variant 
of SARS known as coronavirus (COVID-19) was first 
discovered in Wuhan city of China and ever since then, it has 
spread across the globe infecting over 177 million people and 
leading to more than 3.8 million deaths [1] and [2]. Due to the 
time it takes to develop a vaccine for the COVID-19 disease, 
timely diagnosis is of great necessity for prompt isolation and 
care for infected people in order to curb the wide spread of 
human-to-human transmission. The World Health 

Organization has recommended some standard laboratory 
procedures for the diagnosis of COVID-19 of which the 
Reverse Transcription polymerase Chain Reaction (RT-PCR) 
is regarded as the gold standard [3] and [4]. One major 
bottleneck of RT-PCR is the low positive rate reported to be 
around 60% for swab samples. This may undoubtedly result to 
misdiagnosis of patients which may further spread the disease 
to a large healthy population [5]. Chest radiography such as 
chest x-ray and chest tomography offer timely and easy way to 
diagnose pneumonia diseases [6].  

Literature Review: Image-based diagnosis of COVID-19 
has been reported in literature to have high sensitivity [7]-[13]. 
COVID-19 radiography contains some subtle abnormalities 
that are difficult to interpret except for expert radiologists. 
Considering the ratio of the limited number of expert 
radiologists to the increasing number of infection cases, it is 
obvious that the margin is extremely huge therefore a fast 
method for detecting such subtle abnormalities can boost the 
screening procedures and improve timely diagnosis with 
satisfactory accuracy. Deep learning approach offers huge 
potential for solving such problem however, due to insufficient 
dataset, these models could perform poorly [3]. A transfer 
learning model was suggested in [3] to extract infected lung 
region from Chest Tomography (CT) exams. This study 
achieves 86.7% accuracy for classifying candidates into 
COVID-19, influenza-A and virus pneumonia.  A method of 
selecting random lung regions to extract candidates in order to 
build a dataset for fine-tuning transfer learning model using 
ensemble classifier to detect COVID-19 was proposed in [4]. 
The authors of this study reported that their method achieves 
88.48% accuracy. A multi-task classification method was 
suggested in [7] with 84% accuracy by fine-tuning a pre-
trained model on Chest X-ray (CXR) image for COVID-19 
detection. In [9], support vector classifier was utilized with 
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different convolutional neural network to detect COVID-19 
achieving 95.2% accuracy. Studies have shown that image-
based detection system for COVID-19 using CXR and CT 
achieves satisfactory results. From earlier studies, most 
literatures utilized a small scale of COVID-19 positive CXR 
dataset collected from [14] to perform automatic diagnosis of 
COVID-19. We collected 11 other image dataset including 
non-COVID-19 (healthy) and other pneumonia infectious CXR 
from National Institute of Health (NIH) [15]. The total dataset 
amounted to 1,944 CXR images which are split into train, 
validation and test dataset of 70%, 20% and 10% respectively.  

Contributions: Unlike most literatures that utilized stand-
alone deep learning models which often perform poorly in 
extraction spatial details between images of close similarities 
[17], [18], we incorporated wavelet transfer multi resolution 
analysis into convolutional neural network which directly filter 
the images and predict COVID-19 disease from CXR images. 
Wavelet based convolutional neural network have been 
reported to outperform stand-alone convolutional neural 
networks (CNN) [19]-[25]. We trained our proposed model 
alongside 4 well-known pre-trained deep learning models 
which have reported great achievement in different task on our 

12 class CXR dataset (called COVID-CXR-12) and investigate 
their performance for COVID-19 identification. Since the 
dataset is quite small to train the transfer learning model from 
scratch, we employed the strategy of data augmentation to 
increase the dataset by creating transform versions of the data 
as well as fine-tuning the last layer of the pre-trained model to 
train on less labeled classes for which in our case is 12 classes.  

In as much as the dataset is quite small, we trained our 
proposed wavelet based convolutional neural network 
(COVID-Neurowavelet) model from scratch. Several studies 
have reported the capability of wavelet convolution neural 
network for different image processing task [19], [21], and [24]. 
It is worth mentioning that the 4th level decomposition of our 
proposed model achieves quite a satisfactory result given the 
small amount of dataset. We believe that this work will serve 
as a benchmark for future works.  

The sequence of the structure of this research is as follows: 
The proposed framework is presented in section 2. Section 3 
gives the datasets description and evaluation details. Result 
discussion is given in section 4 and section 5 gives a 
concluding remark of our study. 

 

 
Fig. 1. The proposed COVID-Neurowavelet. The first three blocks have two CNN layers follow by batch normalization and ReLU activtion function whereas the 
fouth block has three CNN layer  follow by batch normalization and global average pool. Dropout of 0.5 is introduce in the fully connected layers for 
regularization. The branch  network consists of 6 convolutional layers for mapping the features of the wavelet inputs at each decomposition level into high 
dimensional features with samilar  filter size as the output features of each convolutional block to achieve channel-wise concatenation and dimentionality match. 

II. THE PROPOSED COVID-NEUROWAVELET 

Our proposed COVID-Neurowavelet is a wavelet 
convolutional neural network for diagnosing COVID-19 from 

chest X-rays as shown in Figure 1. The proposed architecture 
consists of two parts. 
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The first part is the wavelet decomposition multi resolution 
analysis for image pre-processing and filtering while the 
second part is the convolutional neural network for feature 
learning and classification. The first part tries to capture 
detailed features of the image and get rid of the noisy contents 
present in the image by means of a filtering technique. These 
high and low pass filters generate the detail and approximate 
components from the original image with the help of the 
wavelet and scaling function by down sampling with a scale 
factor of 2. The generated detail component is now the new 
input image fed to the convolutional neural network for 
feature learning and classification. The generated approximate 
component is passed to the second level decomposition stage 
where it is further decomposed to generate a second level 
detail and approximate components. This process is repeated 
for four levels.  

The second part is subdivided into two pathways; the 
feature learning block and the concatenation block.  The 
feature learning block consists of 9 convolutional layers where 
each convolutional layer is followed by batch normalization 
and ReLU activation function. We did note utilize max 
pooling in our model rather we added global average pooling 
after the last convolutional layers and a dropout of 50% is 
added to each fully connected layer. The concatenation block 
consists of 3 channel-wise concatenation connected to 6 
convolutional layers. The first channel-wise concatenation is 
via a  convolutional layer of 64 kernel size and second 
channel-wise concatenation is via two convolutional 
layers of kernel size 64 and 128 respectively. The third 
channel-wise concatenation is via three    convolutional 
layers of kernel size 64, 256 and 256 respectively. The model 
is trained on 20 epochs with batch of 16 and learning rate of 
104 using Adam as the optimizer. The loss function adopted is 

the cross-entropy loss which ensures that the distance between 
the predicted score and the actual probability is minimized as 
define in equation (1).  

           (1) 

where  represents the actual class label and  represents the 
predicted label. 

We adopted some evaluation metrics such as receiver 
operating characteristic (ROC) and precision-recall curves, 
area under curve (AUC), accuracy (ACC), sensitivity (SEN) 
and specificity (SPE). Details of the dataset utilized in the 
paper are described in section 4. 

III. EXPERIMENTAL RESULTS 

COVID-CXR-12 dataset is made up chest X-ray images 
collected from two open source dataset. We collected COVID-
19 dataset from [14]. This dataset is a mixture of CT and CXR 
images and contains 250 CXR of COVID-19. It is important 
to mention that all our COVID-19 CXR is collected from this 
dataset. After cleaning and sorting, we arrived at a total of 162 
scans of COVID-19 CXR based on the fact that only the 
images with observable radiographic signs are kept while 
every other CXR are discarded. Since the dataset repository 
consists of only COVID-19 and Non-COVID-19 images, we 
collected additional CXR of other pneumonia diseases from 
[15] to make up for the 12 classes. NIH dataset consists of 
10,000 chest X-rays of pneumonia disease and 4,999 CXR 
scans of healthy patients from which we collected 162 images 
from each data class after thorough sorting. Table I give the 
number of images in COVID-CXR-12 including training, 
validation and test whereas Figure 2 shows the images from 
COVID-CXR-12.  

 

 
Fig. 2. Chest X-ray images of the various pneumonia related  diseases including COVID-19  from COVID-CXR-12.  
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TABLE I. DESCRIPTION OF COVID-CXR-12 DATASET SHOWING 
NUMBER OF IMAGES PER CATEGORY 

 

To perform a 2D discrete wavelet transform (DWT) as 
illustrated in Figure 3a, the images are first passed via a half-
band high and low pass filters. After the filtering process, the 
images are sub sampled into detail and approximate 
coefficients using scaling and wavelet function. The images 

are scaled to a frequency bandwidth of  radian using Haar 
wavelet function. Since the detail coefficient is characterized 
mainly with low frequency components, it is therefore 
concatenated via the channel-wise as input to the CNN block. 
Instead of eliminating the approximate coefficient generated 
in the 1-level decomposition stage simply because it consists 
mainly of high frequency components, it is therefore further 
decomposed to generate detail and approximate coefficients 
after undergoing the same filtering process as mentioned in 
the first level decomposition stage as shown in Figure 3b. The 
low frequency detail coefficient is concatenated via the 
channel-wise as input to the CNN block.  

The same process is repeated for the 3-level decomposition 
stage in which the approximate is further decomposed to 
generate a 3-level detail and approximate coefficients as seen 
in Figure 3c. The low frequency detail coefficient is 
concatenated via the channel-wise as input to the CNN block.  

Finally, as seen in Figure 3d, the further decomposition of 
the 3-level approximate coefficient generates a new set of 
detail and approximate coefficients that are aggregated as 
single input and concatenated via channel-wise to the CNN 
block.  

 
Fig. 3. Illustration of  the discrete wavelet transform multi resolution analysis from 1-4 level decomposition using Haar wavelet function 
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IV. DISCUSSION 

 This section reports the performance of COVID-
Neurowavelet model on COVID-CXR-12. More importantly, 
we compared our proposed model in two categories: 1) we 
trained 4 famous pre-trained deep learning models on COVID-
CXR-12 and compare their results with ours. 2) We compared 
our result with other image-based COVID-19 state-of-the-art 
models. Several studies have shown that deep learning models 
exhibit different converging patterns due to variations in data 
type and quantity. To analyze the claim, we conducted the first 
experiment by training our proposed CNN architecture from 
scratch without integrating discrete wavelet transform. From 
our analysis, the model achieves 88% accuracy, 90% 
sensitivity, and 89% specificity as shown in Table II. In our 
second experiment, we integrated 1-level DWT decomposition 
into our proposed CNN architecture and the performance 
significantly increased at a margin of 5-6%. The model 
achieves 95% accuracy, 95% sensitivity, and 94% specificity 
as shown in Table II. From all indications, DWT has the 
capability to influence the convergence behavior of deep 
learning model during training. In our third experiment, we 
considered a 2-level DWT decomposition and obtained a 
better performance of 96% accuracy, 97% sensitivity, and 96% 
specificity as illustrated in Table II.  

Further decomposition of the discrete wavelet transforms 
at the 3-level significantly increase the performance of the 
model by a margin of 2% across the evaluation metrics 
achieving 98.5% accuracy, 97% specificity, and 99% 
sensitivity. It is worth mentioning that our proposed model 
converges smoothly and fast as the decomposition level 
increases. The 4-level DWT decomposition shows a gentle 
increment in the model performance by a margin of 1% 
achieving 99% accuracy, 99% specificity, and 100% 
sensitivity as seen in Table II. Figure 4 shows the ROC curves 
of all the decomposition levels and their AUC values. Figure 5 
presents the precision-recall curves for all decomposition 
levels and their average precision scores. The 4-level 
decomposition obtained the best results across all the metrics. 
The reason for the steady and fast convergence of our 
proposed model can be attributed to the fact that wavelet 
reduces the training load of learning the network layers that 
reconstruct the low frequency information. It is important to 
mention that the steady increase in performance of our model 
is as a result of the ability of wavelet to work on transform 
domain data in order to capture more structural details in the 
images to eliminate artifacts. On the bases of fair comparison, 
we trained 4 famous ImageNet pre-trained models on COVID-
CXR-12 by fine-tuning the last layer to correspond to the 
number of classes in our dataset. Table IV reports the 
performance of these models. Figure 6 presents the ROC 
curves of the pre-trained models with their AUC values. More 
so, the average precision score for each pre-trained model is 
presented in the precision-recall curves illustrated in Figure 7. 
It is worth mentioning that the low performance of these pre-
trained models is attributed to the size of the dataset and the 
complexity of the networks. At some point, these models 
encountered exploding and vanishing gradient problem where 
they could no longer learn anymore due to over saturation. 
This bottleneck presents our proposed model as an alternative 

solution to COVID-19 AI-based system in the face of data 
scarcity. Table III presents comparison results of previous 
state-of-the-art COVID-19 diagnostic models with our 
proposed model. 

TABLE II. CLASSIFICATION RESULTS OF OUR PROPOSED COVID-
NEUROWAVELET 

CNN without 
wavelet 

CNN + 1-level 
decomposition 

CNN + 2-level 
decomposition 

CNN + 3-level 
decomposition 

TABLE III. WE COMPARED OUR PROPOSED MODEL WITH STATE-OF-
THE-ART IMAGE BASED COVID-19 DIAGNOSIS MODELS 

Literature Accuracy 
(%) 

Sensitivity 
(%) 

Specificity 
(%) 

AUC 
(%) 

Wang et al [28] 92.3 90.4 89.5 91.5 

Shi et al [29] 87.9 90.7 83.3 89.5 

Jin et al [13] 96.5 94.5 92.8 89.4 

Xu et al [3] 86.7 87.9 90.7 91.5 

Wang et al [4] 82.9 85.9 89.4 88.7 

Barstugan et al 
[26] 

90.7 91.8 92.3 95.7 

Ours (4-level) 99 100 99 99 

 

 
Fig. 4. The ROC curves of  our proposed COVID-Neurowavelet for four 
different multi resolution decomposition levels and without wavelet 
decomposition. 
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Fig. 5. The precision-recall curves of  our proposed COVID-Neurowavelet 
for four different multi resolution decomposition levels and without wavelet 
decomposition. 

 
Fig. 6. The ROC curves of four CNN pre-trained models on COVID-CXR-
12. 

 
Fig. 7. The precision-recall curves of four CNN pre-trained models on 
COVID-CXR-12. 

Comparison: We will present some state-of-the-art results 
by comparing them with our proposed model. Barstugan et al 
[26] proposed a technique of incorporating machine learning 
algorithm into deep learning network for the classification of 

COVID-19 from CT exams. Wang et al [27] and Xu et la [3] 
suggested an interesting work of detecting COVID-19 from 
CXR using deep learning model with few indicators. Jin et al 
[13] suggested a logistic regression technique to detect 
COVID-19. Li et al [10] proposed a dual CNN method to 
detect COVID-19 using CT exams. Shi et al [12] suggested a 
method of random forest to identify COVID-19. The findings 
of the aforementioned methods are presented in Table III  

Reference [16] claimed that human-centered detection 
method of COVID-19 by radiologist using CXR could achieve 
high sensitivity but with very low specificity around 30%. 
This low specificity usually amount to increase in false 
positive prediction which eventually leads to wrongly 
administered treatment and expense. It is obvious that our 
proposed model, COVID-Neurowavelet achieves a very high 
specificity of 99% for the 4-level decomposition which can be 
considered to help expert radiologist to mitigate the reported 
cases of false positive. More so, the reported result in terms of 
Receiver Operating Characteristic (ROC) can assists expert 
radiologist form a balance between sensitivity and specificity. 

In conclusion, it is imperative to make some commendable 
remarks on COVID-Neurowavelet computational cost and 
model complexity. By introducing wavelet transform, the use 
of max pool at each convolutional block was eliminated 
thereby reducing model complexity and computational time. 
Another interesting advantage of our COVID-Neurowavelet is 
the ability to reduce noise in the input images as we 
concatenate the features of the generated detail coefficients 
and the output features of the previous convolutional layer at 
each level of decomposition to every convolutional block via 

convolutional layer. Talking about computational cost, our 
model was trained for 16 minutes on NVIDIA GTX 1080. We 
adopted Keras framework for implementing our architecture. 
The model complexity of the proposed model is far reduced 
due to less training parameters compared to previous state-of-
the-art models. 

TABLE IV. PERFORMANCE COMPARISON OF SELECTED DEEP LEARNING 
MODELS. FROM ALL INDICATIONS OUR PROPOSED WAVELET INTEGRATED 
NEURAL NETWORK EXIBITED THE HIGHEST SCORE WITH THE BOLD VALUE 

INDICATING THE BEST PERFORMAMCES 

Famous 
Network 

Accuracy 
(%) 

AUC 
(%) 

Specificity 
(%) 

Sensitivity 
(%) 

VGG16 83.4 89.8 90.1 90.2 
Inception V3 91.5 84.6 85.6 91.5 
ResNet50 94.5 87.5 88.5 95.3 
VGG19 94.7 86.8 86.9 97.5 
Ours (4-level) 99 99 99 100 

 

V. CONCLUSION 

Our study presents the capability of multi resolution 
analysis for detecting COVID-19 CXR by investigating the 
effect of discrete wavelet transform decomposition up to 4-
levels. At each decomposition level, the wavelet sub-bands are 
the inputs to the CNN. We put together a dataset of 1,944 
CXR images of 12 classes called COVID-CXR-12 collected 
from two open source datasets. We trained our proposed 
model COVID-Neurowavelet on COVID-CXR-12 alongside 
other famous ImageNet pre-trained models. COVID-
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Neurowavelet is significantly cost-effective in terms of the 
number of parameters compared to the pre-trained and other 
state-of-the-art models and yet obtains state-of-the-art results. 
It is important to mention that our proposed model has the 
competitive advantage of representing images in maps simple 
enough to be learned. We hope to consider the effect of other 
wavelet functions aside Haar wavelet in our future work. 
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